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Abstract—We demonstrate the achievability of a square root limit on the amount of information transmitted reliably and with low probability of detection (LPD) over the single-mode lossy bosonic channel if either the eavesdropper’s measurements or the channel itself is subject to the slightest amount of excess noise. Specifically, Alice can transmit $O(\sqrt{n})$ bits to Bob over $n$ channel uses such that Bob’s average codeword error probability is upper-bounded by an arbitrarily small $\delta > 0$ while a passive eavesdropper, Warden Willie, who is assumed to be able to collect all the transmitted photons that do not reach Bob, has an average probability of detection error that is lower-bounded by $\delta - \epsilon$ for an arbitrarily small $\epsilon > 0$. We analyze the thermal noise and pure loss channels. The square root law holds for the thermal noise channel even if Willie employs a quantum-optimal measurement, while Bob is equipped with a standard coherent detection receiver. We also show that LPD communication is not possible with coherent state transmission on the pure loss channel. However, this result assumes Willie to possess an ideal receiver that is not subject to excess noise. If Willie is restricted to a practical receiver with a non-zero dark current, the square root law is achievable on the pure loss channel.

I. INTRODUCTION

Typically wireless data transmission is secured from an eavesdropping third party by a cryptographic encryption protocol. However, there are real-life scenarios where encryption arouses suspicion and even theoretically robust encryption can be defeated by a determined adversary using a non-computational method such as side-channel analysis. Thus, protection from interception is often insufficient and the adversary’s ability to even detect the presence of a transmission must be limited. This is known as low probability of detection (LPD) communication.

While practical LPD communication on radio frequency (RF) channels has been explored in the context of spread-spectrum communications [1, Part 5, Ch. 1], our recent work [2], [3] addressed the fundamental limits of LPD communication on an additive white Gaussian noise (AWGN) RF channel. However, free-space communication at optical frequencies offers significant advantages over RF, motivating the need to analyze the LPD communication capability of optical communication. Electromagnetic waves are quantum-mechanical and since modern high-sensitivity optical detection systems are limited by noise of quantum-mechanical origin, assessing the fundamental limits of LPD optical communication necessitates an explicit quantum analysis.

Refs. [2], [3] analyze the LPD communication on an AWGN channel. This corresponds to an optical channel where: (i) transmitter Alice uses ideal laser light to modulate her information, and (ii) both the adversary Warden Willie as well as the legitimate receiver Bob use coherent detection receivers. However, coherent detection receivers can be decidedly suboptimal for both the intended receiver Bob and Warden Willie, and thus a more general analysis of LPD communication with no structural assumptions on Willie’s receiver other than its realization being permissible by the laws of physics is desirable. The sub-optimality of coherent detection is particularly pronounced in the low photon number regime [4], [5], which is relevant to LPD communication. It is also preferable to show the possibility of LPD communication when Bob is equipped with a conventional (coherent detection or direct detection) optical receiver, while Willie remains quantum-powerful. Demonstrating how such is possible, even on a highly lossy and noisy channel, is our main contribution.

In this paper we provide the fundamental scaling limits for LPD communication on a lossy optical channel. We limit our analysis to coherent states since they are the quantum description of ideal laser light and are easy to generate. In applications involving highly lossy propagation, coherent states are usually optimal, e.g., they achieve the Holevo capacity of the pure loss channel [4]. They are the only states of light that retain their purity in propagation through a lossy channel, so it is unlikely that modulation using other (non-classical) states of light will improve our scaling law. However, we plan to extend our results to other optical states in the future work.

We consider two types of channels: the thermal noise and the pure loss channel. We show that if Willie has a thermal noise channel from Alice, then meaningful LPD communication between Alice and Bob is possible even if Willie employs an ideal quantum-optimal receiver. On the other hand, if Willie has a pure loss channel from Alice, then there is a receiver he can employ that is capable of perfectly determining when Alice is not transmitting. Even though this receiver can err
when Alice is transmitting, we show that Willie can utilize it to prevent LPD communication even when Bob is equipped with an optimal receiver. However, while such a receiver is theoretically conceivable, it has not been and is unlikely to be built. Practical receivers suffer from dark current due to a spontaneous emission process. We thus show that LPD communication is possible if Willie has a pure loss channel from Alice but is limited to a direct detection receiver with non-zero dark current.

In order to state the theorems that govern the LPD scaling laws, we denote Willie’s average error probability $P_e^{(w)} = \frac{P_{FA} + P_{MD}}{2}$, where $P_{FA}$ is the probability that Willie raises a false alarm when Alice did not transmit and $P_{MD}$ is the probability that Willie misses the detection of Alice’s transmission. We say that Alice communicates to Bob reliably when Bob’s average decoding error probability $P_e^{(b)} \leq \delta$ for an arbitrary $\delta > 0$ given large enough $n$. We use asymptotic notation where $f(n) = O(g(n))$ denotes an asymptotically tight upper bound on $f(n)$, and $f(n) = o(g(n))$ and $f(n) = \omega(g(n))$ denote upper and lower bounds, respectively, that are not asymptotically tight [6, Ch. 3.1].

**Theorem 1** (Square root law for the thermal noise channel). Suppose Willie has access to a quantum-optimal receiver but his channel from Alice is subject to the noise from a thermal environment that injects $N_B > 0$ photons per channel use on average. Then Alice can lower-bound $P_e^{(w)} \geq \frac{1}{2} - \epsilon$ for any $\epsilon > 0$ while reliably transmitting $O(\sqrt{n})$ bits to Bob in $n$ channel uses even if Bob only has access to a (sub-optimal) coherent detection receiver.

**Theorem 2** (No LPD communication with quantum-powerful Willie on a pure loss channel). Suppose Willie has a pure loss channel from Alice and is only limited by the laws of physics in his receiver choice. Then Alice cannot reliably communicate to Bob using coherent states while limiting $P_e^{(w)} \geq \epsilon$ for any $\epsilon > 0$ even if Bob employs a quantum-optimal receiver.

**Theorem 3** (Square root law when Willie experiences dark current). Suppose that Willie has a pure loss channel from Alice but is limited to a receiver with a non-zero dark current. Then Alice can lower-bound $P_e^{(w)} \geq \frac{1}{2} - \epsilon$ for any $\epsilon > 0$ while reliably transmitting $O(\sqrt{n})$ bits to Bob in $n$ channel uses.

Note that converses to Theorems 1 and 3 can be established in a straightforward manner as shown in Section IV-1.

After introducing our optical channel model and hypothesis testing in the next section we prove Theorems 1, 2, and 3 in Sections III, IV, and V. In Section IV-3 we point out some pitfalls of directly applying channel capacity formulas in the LPD communication setting, where the power allocation per symbol is a function of the block length $n$. Detailed proofs are available in [7]. Section VI concludes the paper.

**II. PREREQUISITES**

**A. Channel model**

Consider a single spatial mode free space optical channel, where each channel use corresponds to one signaling interval that carries one modulation symbol. We focus on single-mode quasi-monochromatic propagation, since our results readily generalize to multiple spatial modes (near-field link) and/or a wideband channel with appropriate power-allocation across spatial modes and frequencies [8]. For simplicity of exposition we limit our analysis to vacuum propagation, i.e., we do not address the effect of atmospheric turbulence. The Heisenberg-picture input-output relationship of the single-mode bosonic channel is captured by a ‘beamsplitter’ relationship, $\hat{b} = \sqrt{\eta} \hat{a} + \sqrt{1 - \eta} / \sqrt{\eta} \hat{c}$, where $\hat{a}$ and $\hat{b}$ are modal annihilation operators of the input and output modes respectively, and $\eta \in [0, 1]$ is the power transmissivity, the fraction of power Alice puts in the input mode that couples into Bob’s aperture. Classically, a power attenuation is captured by the relationship $\hat{a} = \overline{\sqrt{\eta}}$, where $\alpha$ and $\beta$ are complex field amplitudes of the input and output modes functions. The quantum description of the channel requires the ‘environment’ mode $\hat{c}$ in order to preserve the commutator brackets, i.e., $[\hat{b}, \hat{b}^\dagger] = 1$, which translates to preserving the Heisenberg uncertainty relationship of quantum mechanics. For the pure loss channel, the environment mode $\hat{c}$ is in a vacuum state, i.e., $\hat{c}^\dagger \hat{c} = 0$. The vacuum state captures the minimum amount of noise that must be injected when ‘nothing happens’ other than pure power attenuation. For a thermal noise channel, $\hat{c}$ is in a zero-mean thermal state, i.e.,

$$\hat{c}^\dagger \hat{c} = \sum_{i=0}^{\infty} \frac{N_B}{1 + N_B} |i \rangle \langle i| \propto \int |0 \rangle^2 \rho^E \propto \int \frac{\eta^2}{\pi N_B} |\alpha \rangle^2 d^2 \alpha,$$

where the mean number of photons injected by the thermal environment is $N_B \approx \pi \lambda^3 / \eta \mu \omega^2$, where $\lambda$ is the background spectral radiance (in W/m$^2$ sr-µm) [9]. A typical daytime value $N_\lambda \approx 10$ W/m$^2$ sr-µm at $\lambda = 1.55 \mu$m leads to $N_B \approx 10^{-6}$ photons/°. For $N_B = 0$, the thermal noise channel reduces to the pure loss channel.

**B. Hypothesis Testing**

Willie collects part of the transmitted light during the transmission of Alice’s $n$ modulation symbols and performs a hypothesis test on whether Alice transmitted or not. Willie’s null hypothesis $H_0$ is that Alice did not transmit, and thus he observed vacuum plus noise photons, injected either by a thermal environment or due to dark current generated by a spontaneous emission process in his own measurement apparatus. His alternate hypothesis $H_1$ is that Alice did transmit.

**III. THERMAL NOISE CHANNEL ($N_B > 0$)**

We begin by providing a proof of achievability of $O(\sqrt{n})$ LPD bits in $n$ channel uses. The proof is constructive: we describe Alice and Bob’s communication system and prove that Willie’s average probability of detection error is lower-bounded arbitrarily close to $\frac{1}{2}$, while Bob’s average probability of codeword decoding error is upper-bounded arbitrarily close to zero. Since we focus on communication using coherent states, the converse follows from the analysis in Section IV-1.

**Proof (Theorem 1): Construction: Let Alice use a zero-mean isotropic Gaussian-distributed coherent state input $\{ p(\alpha), |\alpha\rangle \}$, where $\alpha \in \mathbb{C}$, $p(\alpha) = e^{-|\alpha|^2} / \sqrt{n}$ with
mean photon number per symbol \( \bar{n} = \int_c |\alpha|^2 p(\alpha) d^2 \alpha \). Alice encodes \( M \)-bit blocks of input codewords of length \( n \) symbols at the rate \( R = M/n \) bits/symbol by generating \( 2^{nR} \) codewords \( \{ \otimes_{i=1}^n |\alpha_i\rangle \} \), each according to \( p(\otimes_{i=1}^n |\alpha_i\rangle) = \prod_{i=1}^n p(\alpha_i) \), where \( \otimes_{i=1}^n |\alpha_i\rangle = |\alpha_1 \ldots \alpha_n\rangle \) is an \( n \)-mode tensor-product coherent state. The codebook is used only once to send a single message and is kept secret from Willie, though he knows how it is constructed.¹

**Analysis (Willie):** Let’s assume that when Alice transmits, Willie captures all of the transmitted energy that does not reach Bob’s receiver. This is a fairly strong assumption for a line-of-sight diffraction-limited far-field optical link. Since Willie does not have access to Alice’s codebook, the \( n \)-channel use average quantum states at Willie’s receiver under the two hypotheses are given respectively by the density operators,

\[
\rho_0^{\otimes n} = \left( \sum_{i=0}^{\infty} \frac{(\eta N_B)^i}{(1 + \eta N_B)^{i+1}} |i\rangle \langle i| \right)^{\otimes n}, \quad \text{and} \quad (1)
\]

\[
\rho_1^{\otimes n} = \left( \sum_{i=0}^{\infty} \frac{(1 - \eta)|\bar{n} + \eta N_B|^i}{(1 + (1 - \eta)|\bar{n} + \eta N_B|)^{i+1}} |i\rangle \langle i| \right)^{\otimes n}. \quad (2)
\]

The quantum-limited minimum average probability of error in discriminating the \( n \)-copy states \( \rho_0^{\otimes n} \) and \( \rho_1^{\otimes n} \) is:

\[
P_{e,\min}(w) = \frac{1}{2} \left[ 1 - \frac{1}{2} \| \rho_0^{\otimes n} - \rho_1^{\otimes n} \|_1 \right], \quad (3)
\]

where \( \| \rho - \sigma \|_1 \) is the trace distance between states \( \rho \) and \( \sigma \). We can lower-bound⁵ \( P_e^{(w)} \) using quantum Pinsker’s Inequality [12, Th. 11.9.2]:

\[
\| \rho - \sigma \|_1 \leq \sqrt{2D(\rho||\sigma)}, \quad (4)
\]

where \( D(\rho||\sigma) \equiv \text{Tr} \{ \rho (\ln(\rho) - \ln(\sigma)) \} \) is the quantum relative entropy (QRE) between states \( \rho \) and \( \sigma \). We thus have:

\[
P_{e}^{(w)} \geq P_{e,\min}^{(w)} \geq \frac{1}{2} - \frac{1}{8} \sqrt{2D(\rho_0^{\otimes n}||\rho_1^{\otimes n})}. \quad (5)
\]

Since QRE is additive for tensor product states, \( D(\rho_0^{\otimes n}||\rho_1^{\otimes n}) = n D(\rho_0||\rho_1) \). Since \( \rho_0 \) and \( \rho_1 \) are diagonal in the photon-number basis, the QRE is:

\[
D(\rho_0||\rho_1) = \eta N_B \ln \left( \frac{(1 + (1 - \eta)|\bar{n} + \eta N_B|) |\bar{n} + \eta N_B|}{(1 - \eta)|\bar{n} + \eta N_B| + (1 + \eta)|\bar{n} + \eta N_B|\} \right) + \ln \frac{1 + (1 - \eta)|\bar{n} + \eta N_B|}{1 + \eta N_B}. \quad (6)
\]

The details of the derivation of (6) are given in [7, App. A]. The first two terms of the Taylor series expansion of (6) around \( \bar{n} = 0 \) are zero and the fourth term is negative. Thus, using Taylor’s Theorem we can upper-bound (6) by the third term as follows:

\[
D(\rho_0||\rho_1) \leq \frac{(1 - \eta)^2 \bar{n}^2}{2n \eta N_B (1 + \eta N_B)}, \quad (7)
\]

Therefore, setting

\[
\bar{n} = \frac{4e\sqrt{n \eta N_B (1 + \eta N_B)}}{\sqrt{n (1 - \eta)}}, \quad (8)
\]

ensures that Willie’s error probability is lower-bounded by \( P_e^{(w)} \geq \frac{1}{2} - \epsilon \) over \( n \) optical channel uses by Alice.

**Analysis (Bob):** Suppose Bob uses a coherent detection receiver. A homodyne receiver, which is more efficient than a heterodyne receiver in the low photon number regime [4], induces an AWGN channel with noise power \( \sigma_b^2 = \frac{2(1 - \eta)N_B + 1}{4 \eta} \). Since Alice uses Gaussian modulation with symbol power \( \bar{n} \) defined in (8), we can upper-bound \( P_e^{(b)} \) as follows [2, Eq. (7)]:

\[
P_e^{(b)} \leq \delta = 2 \Phi_{hom}(n, \epsilon, \delta) - \frac{\epsilon}{2} \log_2 (1 + n/2\epsilon^2 z_{hom}), \quad (9)
\]

Substituting the expression for \( \bar{n} \) from (8) and \( \sigma_b^2 \) and solving for the maximum number of bits \( B_{hom}(n, \epsilon, \delta) \) that can be transmitted from Alice to Bob in \( n \) channel uses, we obtain:

\[
B_{hom}(n, \epsilon, \delta) = C_d(\delta) + \sqrt{n} C_C(\epsilon, \eta, N_B) + O(1), \quad (10)
\]

where \( C_d(\delta) = \log_2 \delta \) is the ‘cost’ of upper-bounding Bob’s decoding error probability by \( P_e^{(b)} \leq \delta \), and \( C_C(\epsilon, \eta, N_B) = \epsilon \sqrt{n \eta N_B (1 + \eta N_B)} \times \frac{4n}{2(1 - \eta)N_B + 1} \) is the cost of lower-bounding Willie’s probability of detection by \( P_e^{(w)} \geq \frac{1}{2} - \epsilon \).

Remark. Eq. (10) illustrates that while the cost of reducing Bob’s decoding error has an additive impact that is insignificant at large enough \( n \), the cost of limiting Willie’s detection capabilities is multiplicative and proportional to \( \epsilon \).

**IV. PURE LOSS CHANNEL \( (N_B = 0) \) WITH QUANTUM-POWERFUL WILLIE**

Unlike the previous section, here we prove that Alice and Bob cannot hide their communication from Willie if Willie has a pure loss channel from Alice and a choice of a receiver restricted only by the laws of physics. First, we let Willie pick a receiver that does not necessarily capture all the transmitted energy that does not reach Bob’s receiver. Alice uses an arbitrary coherent state codebook. While Willie is oblivious to its structure, we show that Alice must constrain her mean photon number to limit the detection capability of Willie’s particular receiver. We then show that this constraint prevents Bob from decoding Alice’s transmissions without error, proving the theorem.³ We conclude the section with remarks that establish the converse to Theorems 1 and 3, provide the intuitive interpretation of the result, and show the necessity of this analysis by pointing out the pitfalls of directly

³While we constrain Alice to using only coherent states in this work, we believe that the result of Theorem 2 holds for general input states; that is, Alice cannot transmit covert data reliably to Bob using a codebook constructed from arbitrary states if Willie has a pure loss channel from her. However, this generalization is an open problem and a subject of future work.
applying the channel capacity formulas when evaluating LPD communication.

**Proof (Theorem 2):** Suppose Alice transmits an arbitrary codeword \( \bigotimes_{i=1}^n |\alpha_i\rangle \) and Willie captures a fraction of the transmitted energy, \( \gamma \), where \( 0 < \gamma \leq 1 - \eta \). Then Willie’s hypothesis test reduces to choosing between the states,

\[
\rho_{\Omega} = |0\rangle \langle 0|^{\otimes n}, \quad \text{and} \quad \rho_{\Omega}^1 = \bigotimes_{i=1}^n |\sqrt{\gamma} \omega_i\rangle \langle \sqrt{\gamma} \omega_i|.
\]

(11)

(12)

Let Willie use an ideal single photon sensitive direct detection receiver given by positive operator-valued measure (POVM) \( \{0\} \{0\}, \sum_{i=1}^n |i\rangle \langle i|^{\otimes n} \) over all \( n \) channel uses. Then Willie’s probability of error is \( P_e^{(b)} = \frac{1}{2} e^{-\gamma n} \sum_{i=0}^n |\alpha_i|^2 \) [13, Ch. VI §1(a)]. Since Alice’s mean photon number is \( n = \frac{1}{2} \sum_{i=0}^n |\alpha_i|^2 = \bar{n} \), if she sets \( \bar{n} = \omega(1/n) \), then Willie’s probability of error approaches zero as \( n \) increases. Thus, Alice sets \( \bar{n} = c/n \) for some constant \( c \).

Now we use classical Fano’s inequality to lower-bound Bob’s decoding error probability similar to the proof of [2, Th. 2]. Denote by \( W \) the message transmitted by Alice to Bob, and by \( \bar{W} \) Bob’s decoding of the codeword sent by Alice, and, for the maximum reduction of the entropy, let each of the \( e^{nR} \) messages be chosen equiprobably. Then:

\[
\begin{align*}
nR & = H(W) = I(W; W) + H(W|\bar{W}) \\ & \leq I(W; \bar{W}) + 1 + nR\rho_{\bar{W}}^{(b)} \\ & \leq \chi(p_{\bar{W}}(k); \rho_{\bar{W}}^{(b)}) + 1 + nR\rho_{\bar{W}}^{(b)},
\end{align*}
\]

(13)

(14)

(15)

where (13) is from the definition of mutual information, (14) is due to the classical Fano's inequality [14, Eq. (9.37)], and (15) is the Holevo’s bound \( I(X; Y) \leq \chi(p_X, p_Y) \), with \( \chi(p_X, p_Y) \) being the Holevo information for a channel with input alphabet \( X \), \( p_X \) the priors and the modulating states, and \( Y \) the resulting output alphabet (assuming a POVM \( \{P_j\} \)) [15]. Since the Holevo information of a single-mode bosonic channel with mean photon number constraint is maximized by a zero-mean thermal state \( \rho^B = \sum_{i=0}^{\infty} \frac{(\eta^i)}{(1+\eta^i)} |i\rangle \langle i| \) [4],

\[
nR \leq \chi(p^B^{(\bar{n})}) + 1 + nR\rho_{\bar{W}}^{(b)}
\]

(16)

with \( \chi(p^B) = H(p^B) \) since thermal states are pure, and (17) is due to additivity of the Holevo information across the modes of the bosonic channels. This implies:

\[
\begin{align*}
p_{\bar{W}}^{(b)} & \geq 1 - \ln(1 + \eta) + \eta \ln(1 + 1/\eta) + 1/n \\ & \geq 1 - c\eta + c\eta \ln(1 + n/c\eta) + 1 \\
& \geq 1 - c\eta + c\eta \ln(n) + 1/nR
\end{align*}
\]

(18)

(19)

where (19) is due to \( \ln(1+x) \leq x \) and substituting \( \bar{n} = c/n \). Unless \( R = o(1/n) \), Bob’s error probability \( P_{\bar{W}}^{(b)} \) is lower-bounded above zero for increasing \( n \). However, \( R = o(1/n) \) only allows transmitting \( o(1) \) bits in \( n \) channel uses, which implies that Alice cannot communicate with Bob covertly and reliably using coherent states over the pure loss channel.

**Remarks**

1) **Converse to Theorems 1 and 3:** When Willie’s receiver is subject to excess noise, Alice must set her mean photon number \( \bar{n} = O(1/\sqrt{n}) \) to avoid detection by Willie. Since we limit Alice to using coherent states, this follows from letting Willie use a coherent detection receiver and applying the analysis in the first part of the proof of the converse to the square root law for AWGN channels [2, Th. 2]. However, by (18), \( \omega(\sqrt{n}) \) bits cannot be transmitted both covertly and reliably when \( \bar{n} = O(1/\sqrt{n}) \), even if Bob has a pure loss channel from Alice and an optimal receiver.

2) **Intuitive Interpretation:** At least two codewords are required to convey any message that has positive entropy. One of these can be the all-vacuum codeword \( |0\rangle^{\otimes n} \). The other codeword necessarily must have a positive mean photon number. On the pure loss channel, Willie observes vacuum when Alice is not transmitting, thus allowing him to detect Alice by photon counting measurement. To prevent detection, Alice must make her non-vacuum codeword closely resemble vacuum. However, the more that codeword looks like vacuum, the harder it is for Bob to distinguish it from vacuum since, with the knowledge of the codeword, \( p_e^{(b)} \geq \frac{1}{1-\sqrt{1-e^{-\gamma n}}} \) [13, Ch. VI §1(a)]. Thus, in the pure loss case, Bob’s decoding error probability increases with Willie’s detection error probability. Effectively, Alice has nowhere to hide reliable transmissions if she has a pure loss channel to Willie.

3) **Necessity of the proof of Theorem 2:** A naïve application of the Holevo capacity formula for the pure loss channel [4],

\[
C(\eta \bar{n}) = g(\eta \bar{n}) \equiv (1 + \eta \bar{n}) \ln(1 + \eta \bar{n}) - \eta \bar{n} \ln(\eta \bar{n}),
\]

(20)

can result in the following error. Substituting \( \bar{n} = c/n \) in (20) may lead one to conclude that Alice can covertly and reliably transmit \( O(\ln n) \) bits to Bob in \( n \) channel uses. However, we have just shown this to be false. Furthermore, if Willie’s detector is subject to excess noise and Alice uses \( \bar{n} = O(1/\sqrt{n}) \) per Theorems 1 and 3, direct application of (20) implies that \( O(\sqrt{n} \ln n) \) bits can be covertly transmitted in \( n \) channel uses to Bob, contradicting the converse proven above. Therefore one must exercise care when using the results of coding theorems (Shannon or Holevo) for analyzing LPD communication (on a classical or a quantum channel), since the implicit assumption in most channel capacity proofs of a transmission rate independent of codeword blocklength \( n \) may not hold.

We have shown above that there exists a quantum measurement that Willie can employ to prevent Alice from covertly using a pure loss channel. However, Alice’s situation is not completely hopeless, since the ideal direct detection is nearly impossible to realize in practice.
V. Pure Loss Channel ($N_B = 0$) with Willie Limited by Practical Receiver

Let us reconsider the pure loss channel but assume that Willie’s photon counting receiver registers a Poisson dark count process with rate $\lambda_d$. On each symbol interval (channel use) of $\tau$ seconds, the probability of a dark count at Willie’s receiver $p_d \approx \lambda_d \tau$. For instance, $p_d = 10^{-7}$ for a typical superconducting nanowire detector with 100 counts/sec dark count rate and 1 ns time slots. The constructive structure of the proof below is similar to that of Theorem 1.

**Proof (Theorem 3):** Let Alice use a coherent state on-off keying (OOK) modulation $\{\pi_i, S_i = |\psi_i\rangle\langle\psi_i|\}, i = 1, 2$, where $\pi_1 = 1 - q, \pi_2 = q, |\psi_1\rangle = |0\rangle, |\psi_2\rangle = |\alpha\rangle$. When Alice transmits $|\alpha\rangle$, Bob receives $\sqrt{P_0}$. Alice and Bob generate a random codebook with each codeword symbol chosen i.i.d. from the above binary OOK constellation. Since the codebook is kept secret from Willie, Willie observes a sequence of $n$ i.i.d. Bernoulli random variables $\{X_i\}, 1 \leq i \leq n$, where $X_i$ denotes the output of Willie’s receiver on the $i$th observation. When Alice is not transmitting (i.e., when $H_0$ is true), the distribution of $X_i$ is $P_0 = \text{Bernoulli}(p_d)$. When Alice is transmitting a codeword (i.e. when $H_1$ is true), it is $P_1 = \text{Bernoulli}(p_d + q(1 - p_d)(1 - e^{-2(1-q)|\alpha|^2}))$ since, as in the proof of Theorem 1, Willie captures all of the transmitted energy that does not reach Bob’s receiver and $|\langle 1 - \eta \alpha | 0 \rangle|^2 = e^{-2(1-q)|\alpha|^2}$.

Willie’s hypothesis test classical and we can thus use the classical relative entropy (CRE) as we do for the AWGN channel in [2], [3] to lower-bound $P_e^{(w)}$. CRE is given by $D(P_0||P_1) = \sum_{x \in X} p_0(x) \log \frac{p_0(x)}{p_1(x)}$ where $p_0(x)$ and $p_1(x)$ are the respective densities of $P_0$ and $P_1$, and $X$ is the support of $p_1(x)$. CRE is additive for independent distributions, and lower-bounds $P_e^{(w)} \geq \frac{1}{2} - \sqrt{\frac{2}{\pi} D(P_0||P_1)}$. The Taylor series expansion of $D(P_0||P_1)$ around $|\alpha|^2 = 0$ yields (via Taylor’s Theorem) the following upper bound:

$$D(P_0||P_1) \leq \frac{(1 - p_d)(q(1 - q)|\alpha|^2)^2}{2p_d}$$

Thus, to ensure $P_e^{(w)} \geq \frac{1}{2} - \epsilon$, Alice can set her average symbol power to

$$\hat{n} = q|\alpha|^2 = \frac{4\epsilon}{\sqrt{\pi}(1 - q)}\sqrt{\frac{p_d}{1 - p_d}}$$

This allows Alice to transmit $O(\sqrt{\hat{n}})$ covert bits reliably to Bob if he also uses a direct detection receiver. The details of the reliability proof are available in [7, App. B].

Theorems 1 and 3 suggest that some form of noise in the adversary’s measurements, however small, is essential in making LPD communication possible, as LPD communication masquerades as noise. The nature of the noise appears to be immaterial. It can come from the thermal environment, be Johnson noise, or be generated locally at the adversary’s receiver as dark current due to a spontaneous emission process. Essentially, Alice takes advantage of Willie’s measurement noise by transmitting messages, which, when mixed with noise, closely resemble the noise that Willie expects to see on his channel when Alice is quiet. Bob also has to deal with noise in his measurements while decoding, but he has a crucial advantage over Willie: his knowledge of the codebook allows him to reduce the size of his search space, allowing him to compare only the codewords to their received noisy versions.

VI. Conclusion

We demonstrated that, provided Willie experiences noise in his measurements (either due to thermal noise in the channel or excess local noise in his receiver), Alice can transmit $O(\sqrt{n})$ bits in $n$ channel uses to Bob such that Bob’s average decoding error probability approaches zero as $n$ gets large while Willie’s average probability of detection error is lower-bounded arbitrarily close to $\frac{1}{2}$. Surprisingly, this scaling law holds even if Willie obtains a quantum-optimal joint-detection measurement over $n$ channel uses and Alice’s transmissions are subject to thermal noise on the channel. We also showed that in the absence of any excess noise in Willie’s measurements (i.e., on a pure loss channel and an ideal detector for Willie), reliable LPD communication with coherent state transmission is not possible.

Generalizing the proofs of Theorem 2 and the converse of Theorems 1 and 3 by lifting the coherent state assumption is an open problem that we plan on tackling in the future work.

**References**


